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Abstract: Artificial Intelligence (AI) is reshaping education across the Asia-Pacific, yet its integration depends on teachers’ 
readiness and perspectives. This study explores AI adoption among Vietnamese teachers, a critical lens for the region’s digital 
education reforms, using the Unified Theory of Acceptance and Use of Technology (UTAUT). Through Structural Equation 
Modeling (SEM) and Latent Dirichlet Allocation (LDA), we analyzed responses from 246 teachers nationwide. Results show 
attitude strongly predicts adoption intention, with privacy and ethical concerns shaping acceptance, though fears of AI dependence 
hinder uptake. Uniform challenges across urban-rural and STEM-non-STEM contexts suggest systemic barriers in Vietnam’s 
education system. Teachers foresee AI as a pedagogical assistant but highlight insufficient training and privacy risks as key 
obstacles. These findings underscore the need for Asia-Pacific-relevant policies—AI literacy programs, ethical governance, and 
equitable access—to foster sustainable integration. This research informs regional educational policy by offering a Vietnam-
centric model for balancing technological innovation with pedagogical integrity, addressing shared challenges in the Asia-Pacific’s 
digital transformation. 
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Introduction 

Artificial Intelligence (AI) is revolutionizing education worldwide, reshaping both instructional methods and institutional 
operations. Over the past decade, AI tools such as Intelligent Tutoring Systems (ITS), adaptive learning platforms, 
automated assessment systems, and AI-powered content generators have emerged as integral supports for educators 
and learners alike (Khlaif et al., 2024; Ma, 2025). These tools enhance personalized learning, streamline administrative 
tasks, and promise improved learning outcomes and instructional efficiency. 

However, the increasing role of AI in education raises concerns about ethics, equity, and pedagogy. Issues such as 
algorithmic bias, data privacy, and reduced human agency challenge the assumption that technological advancement 
equates to educational progress (Ogbo-Gebhardt & Ogbo, 2024; Sharma & Singh, 2024). There is growing debate over 
whether AI should serve as a tool to support educators or if it risks replacing critical human elements of teaching, such 
as empathy, contextual judgment, and adaptive instruction (Ballenas & Lasco, 2024). 

Vietnam, like many Asia-Pacific nations, is promoting digital transformation in education through national strategies such 
as the Digital Transformation Program (2025–2030), which includes AI integration as a key objective (Government of 
Vietnam, 2021). These policies aim to modernize instructional delivery, expand access to quality education, and support 
teacher training in digital tools. Nevertheless, actual implementation has been uneven. Urban schools are better equipped 
to adopt AI-based platforms, while rural institutions often lack the infrastructure, training programs, and support 
mechanisms necessary for successful integration (Duong et al., 2024; Tram, 2024). 
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Although the national policy landscape supports AI integration, there is a lack of research exploring how Vietnamese 
teachers perceive and respond to these technologies. Existing studies tend to focus on technological readiness or student 
outcomes, but relatively little is known about how teachers—who ultimately enact educational change—experience the 
pedagogical, technical, and ethical challenges of AI in practice. Understanding their perspectives is crucial, particularly 
as teachers must balance innovation with responsibility, autonomy, and care. 

Teachers are not merely users of technology; they are key agents in determining its pedagogical success or failure. Their 
perceptions shape not only the adoption of AI tools but also how these tools are used to foster or hinder student learning. 
Prior research shows that teachers generally recognize AI’s value in automating tasks, generating materials, and 
supporting personalized learning (Zaim et al., 2024). Yet concerns remain about AI’s limitations in addressing critical 
thinking, creativity, and moral education (Li et al., 2023). Moreover, the adoption of AI varies by factors such as digital 
literacy, subject specialization, and access to resources (Haviz et al., 2024; Spante et al., 2018). 

To address this gap, this study investigates the factors influencing AI adoption among Vietnamese teachers using the 
Unified Theory of Acceptance and Use of Technology (UTAUT) as its theoretical foundation. Originally developed by 
Venkatesh et al. (2003), UTAUT has been widely applied in educational settings to predict users’ behavioral intentions 
toward new technologies. It includes four core constructs: 

- Performance Expectancy (PE): The belief that AI enhances teaching effectiveness, 

- Effort Expectancy (EE): The perceived ease of using AI tools, 

- Social Influence (SI): The extent to which colleagues and institutions shape usage behavior, 

- Facilitating Conditions (FC): The availability of resources, support, and infrastructure. 

Recent adaptations of UTAUT have integrated additional constructs that are particularly salient for AI, such as ethical 
concerns, AI dependence, and algorithmic bias (Hunkenschroer & Luetge, 2022; Rana et al., 2024). In this study, we 
extend the model by including these dimensions to better reflect the complex realities faced by teachers in AI-enhanced 
classrooms. 

In addition to survey-based modeling, we also incorporate Latent Dirichlet Allocation (LDA) topic modeling to analyze 
teachers’ open-ended responses about their challenges and predictions for AI in education. LDA provides a data-driven 
lens to identify underlying themes, enriching the understanding of AI adoption beyond structured variables (Blei et al., 
2001; Zhang et al., 2023). This mixed-methods design ensures a comprehensive exploration of both the measurable 
predictors of adoption and the contextual insights that shape teacher behavior. 

By combining UTAUT and LDA within a Vietnamese context, this study offers a novel contribution to the emerging 
discourse on AI in education. It provides actionable insights for policymakers, AI developers, and school leaders seeking 
to balance innovation with pedagogical integrity, ethical responsibility, and equitable access. Moreover, it situates 
Vietnam within the broader Asia-Pacific landscape, where systemic challenges and cultural nuances shape the trajectory 
of AI adoption in teaching and learning. 

Methodology 

Research Design and Rationale 

This study adopts a mixed-methods research design that integrates both quantitative and qualitative approaches to 
examine teachers’ perceptions of AI adoption in education. The rationale for this design lies in the complexity of AI 
integration, which involves not only measurable attitudes and intentions but also nuanced, context-specific challenges 
and expectations. Quantitative data allows for statistical validation of hypothesized relationships based on the Unified 
Theory of Acceptance and Use of Technology (UTAUT), while qualitative data captures emergent concerns that may not 
be reflected in predefined survey constructs. This design ensures methodological triangulation, offering both breadth 
and depth in understanding the socio-technical dynamics of AI adoption (Delgado-Rodríguez et al., 2023). 

Quantitative Component: UTAUT and Hypothesis Development 

The quantitative strand of the study is grounded in the UTAUT framework (Venkatesh et al., 2003), which is frequently 
used to predict behavioral intention (BI) and actual technology use. This model includes four core constructs: 

− Performance expectancy (PE): The belief that AI use will enhance teaching performance. 

− Effort expectancy (EE): The perceived ease of using AI tools in instruction. 

− Social influence (SI): The degree to which teachers perceive support or expectations from colleagues and 
institutions. 

− Facilitating conditions (FC): The extent to which infrastructure and training are available. 
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This study extends the model by including additional constructs relevant to AI in education: Attitude toward AI (AT), 
adoption constraints (AC), privacy concerns (PC), bias & equity concerns (BIAS), AI dependence (DEP), and ethical 
concerns (EC), all of which reflect deeper socio-pedagogical and ethical dimensions of AI use (Hunkenschroer & Luetge, 
2022; Rana et al., 2024). 

Nine hypotheses were developed and tested using Structural Equation Modeling (SEM), allowing the evaluation of both 
direct and indirect pathways among variables. SEM was conducted in R using the ‘lavaan’ package (Rosseel, 2012) and 
the Diagonally Weighted Least Squares (DWLS) estimator to accommodate ordinal data and non-normality (Mindrila, 
2010). The ‘semPlot’ package (Epskamp, 2015) was used to visualize SEM models. 

Participants and Data Collection 

A total of 246 teachers from secondary and tertiary education institutions across Vietnam participated in the study. A 
stratified random sampling method ensured balanced representation by teaching level (secondary/higher education), 
subject area (STEM/non-STEM), and geographic location (urban/rural). All participants completed a validated 
questionnaire and responded to open-ended questions about AI challenges and expectations. 

Quantitative Instrument 

The structured survey instrument measured the following constructs on a 5-point Likert scale (1 = Strongly Disagree, 5 
= Strongly Agree): 

− PE, EE, AT, BI, AC, PC, BIAS, DEP, and EC, as operationalized through multi-item scales adapted from prior research. 

− Each item set was tested for internal reliability and construct validity using Cronbach’s Alpha, Confirmatory Factor 
Analysis (CFA), and Composite Reliability. 

Qualitative Component: LDA Topic Modeling 

To explore deeper insights, the study incorporated LDA, a topic modeling method that extracts latent themes from large 
text corpora (Blei et al., 2001). Participants responded to two open-ended questions: 

1. What challenges do you foresee in integrating AI into education? 

2. What are your predictions for the future of AI in education? 

Text responses were pre-processed using R: all words were converted to lowercase, and punctuation, stopwords, and 
numerical data were removed. Lemmatization was applied to unify word forms. Only key parts of speech (nouns, verbs, 
adjectives) were retained for modeling. The ‘tidytext’ package (Silge & Robinson, 2016) managed data preprocessing, 
‘tm’  (Feinerer et al., 2008) and ‘SnowballC’ (Bouchet-Valat, 2020) supported text cleaning. 

Determining Topic Number and Limitations 

The optimal number of topics (k = 3) was selected based on coherence scores and perplexity metrics (Mimno et al., 2011). 
While LDA provides meaningful structure to unstructured text, it has limitations. It does not account for semantic nuance 
or context beyond word frequency. Furthermore, interpretability of topics relies on subjective labeling, and important 
emotional or pedagogical subtleties may be missed. These limitations were mitigated by triangulating LDA results with 
UTAUT-based quantitative findings to form a coherent analytical narrative. 

Ethical Considerations 

All participants provided informed consent. The study was approved by the ethics committee at Hanoi National 
University of Education. Participant anonymity and data confidentiality were ensured throughout the research process. 

Results 
Quantitative Findings 

Demographics 

To explore differences in AI adoption perceptions across demographic variables, we conducted Kruskal-Wallis and Mann-
Whitney U tests on the nine latent constructs derived from the UTAUT and extended model. These included: PE, EE, AT, 
BI, AC, PC, BIAS, DEP, and EC.(Table 1). 
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Table 1. Kruskal – Wallis Test Results on Area and Years of Experience across Perceptions of AI 

Variable Area Year 
Chi-Square P-value Chi-Square P-value 

PE  0.228 0.8923 6.781 0.0792 
EE  1.406 0.4952 4.379 0.2233 
AT  0.586 0.7459 2.900 0.4073 
BI  0.791 0.6735 4.790 0.1879 
AC 0.859 0.6507 2.252 0.5217 
PC 0.083 0.9592 2.345 0.5039 
BIAS  0.291 0.8647 0.595 0.8976 
DEP  0.278 0.8701 1.256 0.7396 
EC  1.561 0.4582 2.937 0.4014 

Results indicated no significant differences across geographical area (urban, suburban, rural), years of teaching 
experience, or subject specialization (STEM vs. non-STEM) (p > 0.05). This suggests a consistent perception of AI-related 
factors across diverse teacher demographics, emphasizing the systemic nature of barriers and motivators. (Table 2) 

Table 2. Mann Whitney U Test Results for STEM vs. Non-STEM Groups 

Variable W Statistic P-value Lower CI Upper CI 
PE  6,849.0 0.4567 -0.385 0.171 
EE  7,171.0 0.8819 -0.329 0.230 
AT  7,229.5 0.9674 -0.318 0.260 
BI  7,378.0 0.8156 -0.242 0.304 
AC 7,350.5 0.8566 -0.291 0.315 
PC 7,063.5 0.7270 -0.335 0.217 
BIAS 6,642.0 0.2568 -0.437 0.120 
DEP  6,899.5 0.5112 -0.416 0.189 
EC  6,699.0 0.3029 -0.450 0.128 

Reliability Analysis (Cronbach’s Alpha) and Construct Validity (CFA) 

All constructs showed strong internal reliability, with Cronbach’s alpha values ranging from 0.79 to 0.91 and composite 
reliability (CR) scores exceeding the 0.70 threshold (Table 3). 

Table 3. Cronbach’s Alpha and Composite Reliability (CR) 

Construct Items Cronbach’s Alpha (α) Composite Reliability (CR) 
PE 4 .89 .92 
EE 4 .86 .90 
AT 3 .88 .91 
BI 3 .91 .94 
AC 3 .80 .85 
PC 3 .83 .87 
BIAS 3 .81 .86 
DEP 2 .79 .84 
EC 2 .82 .87 

CFA supported convergent validity, with all factor loadings above 0.70 and Average Variance Extracted (AVE) values 
exceeding 0.50. Model fit indices met recommended cutoffs (CFI = 0.926; TLI = 0.912; RMSEA = 0.031; SRMR = 0.031), 
validating the measurement model (Table 4). 
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Table 4. Factor Loadings and Average Variance Extracted (AVE) 

Construct Item Factor Loading AVE 
PE PE1 .92 .73 
 PE2 .89  
 PE3 .85  
 PE4 .86  
EE EE1 .88 .70 
 EE2 .84  
 EE3 .82  
 EE4 .80  
AT AT1 .91 .76 
 AT2 .87  

  AT3 .89  

Structural Equation Model (SEM) and Hypothesis Testing 

In the structural model, AT emerged as the strongest predictor of BI (β = 1.023, p < .001). Interestingly, traditional UTAUT 
predictors such as PE (PE → BI; p = .112) and EE (EE → BI; p = .098) were not statistically significant (Table 5). 

Table 5. Structural Model Path Coefficients 

Hypothesis Relationship Estimate (β) Std. Error p-value Supported 
H1 PE → BI 0.120 0.076 .112 No 
H2 EE → BI -0.310 0.187 .098 No 
H3 AT → BI 1.023 0.154 <.001 Yes 
H4 PC → BI 0.136 0.061 .026 Yes 
H5 AC → BI -0.079 0.057 .166 No 
H6 BIAS → BI -0.048 0.064 .455 No 
H7 DEP → BI -0.136 0.061 .026 Yes 
H8 EC → BI 0.156 0.077 .045 Yes 
H9 BI → UB 0.188 0.063 .003 Yes 

Model Fit Statistics 

The evaluation of model fit indices confirmed that the measurement model adequately represented the data (Figure 1). 
The Comparative Fit Index (CFI) was reported at 0.926, exceeding the commonly accepted threshold of 0.90, indicating 
a good fit between the hypothesized model and the observed data. Similarly, the Tucker-Lewis Index (TLI) yielded a value 
of 0.912, further supporting the model's validity. 

 
Figure 1. SEM Plot of Teachers' Perspective on AI Usage 
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In terms of absolute fit indices, the Root Mean Square Error of Approximation (RMSEA) was 0.031, well below the 
acceptable threshold of 0.08, suggesting a close fit of the model to the data with minimal error. Additionally, the 
Standardized Root Mean Square Residual (SRMR) was 0.031, further confirming that the model effectively captured the 
relationships among the observed and latent variables. 

These fit statistics collectively demonstrate that the proposed model provides a robust representation of AI adoption 
factors among teachers, validating the constructs used in the analysis and ensuring the reliability of the SEM results. 

− AT had the strongest impact on BI (β = 1.023, p < .001), confirming that teachers' positive attitudes drive AI 
adoption. 

− PC and EC positively influenced BI, suggesting that ethical awareness encourages adoption. 

− DEP negatively affected BI, indicating that concerns about over-reliance on AI discourage adoption. 

− BI significantly influences actual AI usage behavior among teachers, reinforcing that teachers who express a 
higher intention to adopt AI are more likely to integrate AI tools into their teaching practices. 

The SEM results further demonstrated that AT was the strongest predictor of teachers’ behavioral intentions to adopt AI, 
indicating that educators who perceived AI as beneficial and aligned with their teaching practices were significantly more 
likely to integrate AI technologies into their classrooms. 

Beyond attitudinal factors, concerns related to privacy (PC) and ethics (EC) were found to have a positive effect on AI 
adoption, suggesting that teachers who were aware of data security and ethical considerations tended to engage more 
critically with AI and sought ways to implement it responsibly. However, the perception of DEP negatively influenced 
adoption, with teachers expressing apprehensions that excessive reliance on AI tools might undermine traditional 
pedagogical roles and student engagement in learning processes. 

Qualitative findings 

Qualitative Analysis (LDA Topic Modeling) 

LDA was applied to Challenges and Predictions (k = 3 topics each), revealing key themes (Table 6). The qualitative 
analysis, conducted using LDA topic modeling, identified key challenges associated with AI adoption. Teachers frequently 
cited a lack of AI training programs, data privacy concerns, and fears that AI could diminish the role of educators in the 
classroom. These findings highlight the necessity of comprehensive teacher training initiatives and ethical AI governance 
to support responsible adoption. Conversely, the predictions extracted from LDA revealed optimism about AI’s role as an 
instructional assistant, its potential to facilitate personalized learning experiences, and the expectation that regulatory 
measures will ensure ethical AI deployment in education. 

Table 6. Challenges and Prediction in AI Adoption 

Topic Theme Description Top Words 

Challenges topic 1 Lack of AI Training 
& Support 

Teachers struggle with limited 
training resources. 

limitations, teachers, teaching, 
support, advantage 

Challenges topic 2 Privacy & Ethical 
Concerns 

Data security and bias issues raise 
adoption barriers. 

security, dependent, knowledge, 
advantage, information 

Challenges topic 3 AI vs. Teacher Role Fear of AI replacing teachers and 
reducing pedagogical control. 

students, comments, will, thinking, 
available 

Prediction topic 1 AI as a Teaching 
Assistant 

AI expected to assist in grading 
and administration. 

teaching, teachers, develop, 
education 

Prediction topic 2 Personalized 
Learning 

AI-driven adaptive education for 
student needs. 

support, students, learning, trend, 
future 

Prediction topic 3 Need for Ethical AI 
Policies 

Calls for regulatory oversight and 
bias reduction. 

develop, regulations, fairness, and 
transparency 
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Figure 1. Word Cloud of Challenges and Prediction: (a) Teacher’s Comments on Challenges, (b) Predictions of Teachers on 

AI in Education 

Word Cloud Insights on Challenges and Predictions 

The word clouds illustrate the most frequently used words in teachers’ responses regarding AI adoption. In the 
Challenges responses, key terms such as students, teachers, limitations, support, knowledge, security, and thinking 
dominate, indicating major concerns around technical difficulties, ethical implications, and AI integration in education. 
The Predictions word cloud highlights terms such as develop, will, teaching, education, students, support, future, suggesting 
an optimistic outlook on AI's role in educational enhancement, personalized learning, and professional development for 
teachers (Figure 2). 

 
Figure 2: Topic Models of Challenges and Predictions: (a) Challenges Theme and (b) Predictions Theme 

LDA Topic Modeling Analysis for Challenges 

The three major themes identified through LDA for Challenges are: (1) Technical and Pedagogical Barriers: Words like 
limitations, teachers, teaching, support, and advantages indicate that teachers face difficulties in integrating AI due to lack 
of training, limited infrastructure, and uncertainty about AI’s role in lesson planning; (2) Ethical and Privacy Concerns: 
The presence of security, dependent, knowledge, advantage, and information in one topic suggests concerns over AI data 
privacy, algorithm bias, and dependence on AI in assessment; (3) Skepticism and Resistance to AI Adoption: Words like 
students, comments, will, thinking, and available indicate doubts about AI's ability to replace or complement teachers’ 
roles in education (Figure 3). 

LDA Topic Modeling Analysis for Predictions 

The Predictions LDA topics indicate three major expectations: (1) AI as a Pedagogical Assistant: The presence of teaching, 
teachers, develop, and education suggests that AI is expected to support rather than replace educators; (2) Expansion of 
Personalized Learning: Keywords such as support, students, learning, trend, and future imply expectations of adaptive AI-

a b 

a b 
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driven educational content to support student engagement; (3) AI Governance and Ethical Implementation: Words like 
develop, regulations, fairness, and transparency suggest that teachers predict the need for AI policies and regulatory 
frameworks to ensure equitable AI usage. 

These findings underscore the intricate balance between the perceived advantages and challenges associated with AI 
adoption in educational contexts. While educators acknowledge AI's capacity to enhance instructional efficiency and 
foster personalized student learning experiences, persistent concerns surrounding data privacy, ethical considerations, 
and the risks of over-reliance on AI-driven automation continue to pose significant barriers to widespread adoption. To 
facilitate a more sustainable and pedagogically sound integration of AI in education, it is imperative to implement 
comprehensive policy frameworks, strengthen institutional support mechanisms, and develop targeted professional 
development initiatives that equip educators with the necessary competencies to effectively leverage AI while 
maintaining pedagogical autonomy and ethical oversight. 

Integrated Interpretation 

The convergence of SEM and LDA findings highlights that attitudinal and ethical dimensions dominate Vietnamese 
teachers’ AI adoption landscape. The fact that Performance Expectancy and Effort Expectancy did not significantly predict 
Behavioral Intention suggests that macro-level infrastructural and policy barriers may overshadow these individual-
level factors. Furthermore, both quantitative and qualitative analyses reflect teachers' nuanced stance: cautiously 
optimistic yet ethically vigilant. 

Discussion 

Homogeneity in Teachers' Perceptions of AI Adoption Across Demographic Groups 

The statistical analysis using Kruskal-Wallis and Mann-Whitney U tests aimed to examine whether teachers' perceptions 
of AI adoption varied by Area (Urban, Suburban, Rural), Subject Group (STEM and Non-STEM), and Years of Experience. 
The results indicated no significant differences (p > .05) across all latent variables—including PE, EE, AT, BI, AC, PC, BIAS, 
DEP, and EC. These findings suggest that teachers, regardless of their geographical location, subject expertise, or 
experience, share similar perceptions of AI adoption. The lack of statistical differences implies that concerns related to 
ethical AI use, privacy, and AI's role in education are widespread and not confined to specific teacher demographics. 
Moreover, the absence of significant variation highlights system-wide challenges in AI adoption rather than disparities 
between teacher groups.  

Given that these results do not provide critical distinctions in this study, further analyses will focus on SEM and topic 
modeling (LDA), which offer deeper insights into the key determinants of AI adoption and teachers' perceptions of AI’s 
future role in education. 

AI Adoption in Education: The Vietnamese Context 

Vietnam has seen rapid digital transformation efforts in education, aligning with national strategies promoting AI and 
technology integration (Maheshwari, 2024). The Vietnamese government has actively encouraged the adoption of AI-
driven tools in teaching and learning, particularly in response to the digitalization push following the COVID-19 
pandemic. AI-powered platforms have been deployed for classroom management, adaptive learning, and student 
engagement, yet concerns remain about their implementation and ethical implications (A. H. D. Nguyen et al., 2024). 

The SEM results reveal that PE and EE positively influence AT towards AI adoption. This aligns with previous studies 
indicating that teachers are more likely to embrace AI if they perceive it as beneficial for teaching efficiency and student 
learning outcomes (Kim et al., 2020). However, our findings suggest that PE does not have a direct significant impact on 
BI, implying that even if AI is perceived as useful, other moderating factors may influence adoption behavior. 
Furthermore, the findings highlight that PE and EE significantly shape teachers’ AT, reinforcing the notion that AI is 
perceived as beneficial when it enhances teaching efficiency and learning outcomes (Bergdahl & Sjöberg, 2025; Velli & 
Zafiropoulos, 2024). 

The significant relationship between BI and UB suggests that fostering positive attitudes and confidence in AI technology 
will directly impact actual AI usage in classrooms. This implies that while external challenges such as privacy concerns, 
AI dependence, and bias were notable barriers, teachers who perceive AI as beneficial (high BI) are still likely to use it 
despite these concerns. This aligns with prior studies indicating that strong behavioral intention predicts the actual 
adoption of educational technologies (Venkatesh et al., 2012).  

Challenges in AI Integration: Teachers’ Concerns and Barriers 

The LDA results for Challenges reveal three dominant themes: Technical Limitations, Pedagogical Challenges, and Ethical 
& Privacy Concerns. These themes reflect the broader discussions on AI adoption challenges in Vietnam. 
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Technical Limitations:  

Teachers frequently cited issues such as inadequate infrastructure, lack of reliable AI training, and technical 
glitches as barriers. Despite government efforts, AI technology remains inconsistent across different 
educational institutions, with urban schools having more access to AI tools compared to rural ones (Le et al., 
2024). This finding is consistent with previous studies highlighting Vietnam’s digital divide in AI access 
(Duong et al., 2024). 

Pedagogical Challenges:  

Many educators expressed concerns about AI replacing essential teaching functions rather than 
complementing them. The DEP factor in SEM negatively influenced BI, indicating that excessive reliance on 
AI may diminish traditional teaching effectiveness. Similar concerns have been raised in international 
literature, where teachers fear AI-driven automation might reduce personalized student interactions (A. H. 
D. Nguyen et al., 2024). Furthermore, the study finds that DEP negatively correlates with BI, as over-reliance 
on AI is viewed as a threat to the teacher-student relationship and traditional pedagogical engagement 
(Delello et al., 2025; Roberts, 2024). 

Ethical & Privacy Concerns:  

The SEM results show that PC and EC significantly impact BI, reinforcing that data security and algorithmic 
fairness are crucial to AI acceptance. Vietnamese teachers are particularly skeptical about AI collecting and 
processing student data, an issue also emphasized in global debates on AI ethics in education (A. Nguyen et 
al., 2023). Teachers' concerns about PC and EC emerged as major inhibitors of AI adoption, reflecting 
broader apprehensions about data security, algorithmic bias, and the perceived erosion of pedagogical 
control (Abadie et al., 2024; Niemi, 2024; Tram, 2024). 

Predicting Future AI Adoption Trends in Vietnamese Education 

The LDA analysis of Predictions identified three key themes: AI as a Pedagogical Assistant, the Future of Automated 
Learning, and Policy-driven AI Implementation.  

AI as a Pedagogical Assistant:  

The qualitative findings from LDA topic modeling further substantiate these concerns, revealing that 
teachers primarily view AI adoption through three critical lenses: technical and pedagogical limitations, 
ethical and privacy issues, and fears of professional displacement. However, teachers also predict that AI 
will function as a pedagogical assistant rather than a replacement, emphasizing the necessity of policy-
driven, ethically regulated AI integration in education. 

Future of Automated Learning:  

While automation is expected to streamline education, concerns about over-reliance persist. This resonates 
with our SEM findings where DEP negatively correlates with BI, emphasizing the need for balanced AI 
integration. 

Policy-driven AI Implementation:  

The Vietnamese government has initiated AI-driven education reforms, yet policy inconsistencies remain a 
challenge. A recent report highlights the need for regulatory frameworks ensuring AI deployment aligns 
with ethical considerations and pedagogical best practices (Tram, 2024). Our research reinforces this by 
demonstrating that teachers' concerns about bias and ethics significantly shape their AI adoption behavior. 

The Role of UTAUT in Understanding AI Adoption in Vietnam 

UTAUT has proven to be an effective framework for understanding AI adoption among Vietnamese teachers. The model 
confirms that PE, EE, and AT significantly shape AI adoption intentions, yet other contextual factors, such as ethical 
concerns and policy regulations, exert a strong influence. Our study expands UTAUT by incorporating AI-specific 
constraints, such as BIAS and DEP, which are often overlooked in traditional technology adoption models. 

Given these findings, several policy recommendations emerge: 

− Targeted AI Training Programs for Educators: Addressing EE is crucial. Professional development programs 
should equip teachers with AI competencies to reduce perceived difficulty in AI integration. Providing hands-on 
AI training to increase familiarity and perceived ease of use. 



344  VAN ET AL. / AI in Teaching: Teacher Perspectives 
 

− Regulatory Frameworks for AI Ethics in Education: Governments must enforce data privacy laws and ethical AI 
policies to alleviate teacher concerns regarding AI-driven surveillance and bias in assessment systems. 

− Infrastructure Development for Equitable AI Access: The digital divide must be addressed through government 
investments in AI-friendly infrastructure, particularly in rural schools. 

− Teacher-AI Collaboration Frameworks: AI should be positioned as a pedagogical support system rather than a 
replacement. This involves designing AI solutions that complement rather than undermine teachers' roles. 

Furthermore, the findings suggest that policy interventions should prioritize addressing AI skepticism, ensuring 
transparent AI data usage, and offering professional development programs that enhance teachers’ confidence in 
utilizing AI tools. This study also raises important implications for AI developers and educational institutions, 
emphasizing the need to design AI-driven teaching tools that are pedagogically meaningful, ethically sound, and 
adaptable to diverse educational contexts. 

Conclusion 

This study advances a multidimensional understanding of how Vietnamese educators perceive and respond to the 
integration of artificial intelligence (AI) into instructional practice. By combining SEM and LDA, the research captures 
both the structural determinants of adoption and the nuanced concerns expressed by teachers themselves. Contrary to 
assumptions that demographic factors such as location, discipline, or teaching tenure would shape differing perceptions, 
the findings reveal a notable convergence. This suggests that systemic factors—rather than individual variation—play a 
more decisive role in shaping AI-related attitudes across the national education context. 

The SEM results confirm the influence of PE and EE in shaping AT. However, the lack of a direct path from PE to BI 
indicates that recognizing AI’s benefits does not necessarily lead to intention to adopt. This behavioral gap appears 
mediated by sociotechnical concerns, such as ethical apprehensions, trust in algorithmic processes, and fear of 
overdependence. Constructs such as DEP and BIAS extend the explanatory scope of existing adoption models by 
foregrounding the ethical and cultural dimensions of technological change in education. 

Complementing these findings, the LDA analysis reveals grounded concerns across three principal domains: technical 
limitations in infrastructure and professional readiness; pedagogical anxieties over the erosion of teacher agency and 
relational dynamics; and ethical and privacy considerations related to data governance, fairness, and institutional trust. 
These themes highlight that resistance to AI adoption is not rooted in unfamiliarity or technological pessimism, but rather 
in critical reflection shaped by pedagogical values and systemic limitations. 

The findings of this research advance the literature through three principal contributions: 

1. Model Extension – It broadens the UTAUT framework by incorporating AI-specific inhibitors such as DEP, BIAS, 
and EC, dimensions frequently absent in traditional technology adoption research. 

2. Methodological Integration – It demonstrates the analytical power of integrating SEM and LDA to triangulate 
quantitative patterns with contextualized, topic-level discourse. 

3. Contextual Contribution – It provides rare empirical insight into the Vietnamese educational context, bridging a 
gap in global discussions on AI adoption in developing education systems. 

The implications of these findings are substantial. Professional development programs must be redesigned to include not 
only operational competencies but also critical ethical literacy and reflective inquiry into AI’s role in pedagogy. National 
education strategies should prioritize equitable infrastructure investment and enforceable data protection frameworks. 
Moreover, AI developers and ed-tech platforms must engage teachers as co-creators of pedagogically aligned, ethically 
sound technologies that support rather than supplant human teaching. 

In conclusion, AI integration in education must be approached as a systemic endeavor that balances innovation with 
ethical responsibility. The success of Vietnam’s national AI ambitions in education will depend not only on technological 
readiness but also on how well AI solutions resonate with the lived realities, values, and professional identities of its 
educators. 
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